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Abstract

De Alba, Fernández-Durán and Gregorio-Domı́nguez (2004) considered the follow-
ing problem: Let X1, X2, . . . , Xn be a random sample from a normal population
with unknown mean and standard deviation. Only the sample size, mean and range
are recorded and it is necessary to estimate the unknown population mean and stan-
dard deviation. The estimation of the mean and standard deviation was made from
a Bayesian perspective by using a Monte Carlo Markov Chain (MCMC) algorithm
to simulate samples from the intractable joint posterior distribution of the mean and
standard deviation. In this talk we present how to approach this problem for a gen-
eral population using the maximum entropy principle. The proposed methodology
is applied to simulated and real data. The real data refers to the acidity contents
(BRIX levels) of orange juice produced in different countries.
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